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Objetivo

Traduccion

GLOSARIO

Finalidad que se pretende alcanzar con la
realizacion de un proceso o actividad que conlleva

una serie de pasos ordenados.

En linglistica, trasladar el significado de un
mensaje de un idioma a otro, con el objetivo de

amplificar su comprension.






1. INTRODUCCION

Este trabajo de investigacion estd conformado por dos partes, la primera
describira el planteamiento del problema: resolver las brechas linglisticas que
tiene el idioma kaqchikel al espafol, utilizando herramientas tecnoldgicas de
aprendizaje automatico enfocadas especificamente en la interpretacion de voz a
texto del idioma kagchikel al espafol. También incluira los objetivos y un
resumen del marco metodolégico donde se definira qué tipo de investigacion se
trabajara para la realizacidén del sistema. La segunda parte estara dividida en 6
capitulos, donde se describird la solucion que tendra la investigacion al
problema establecido.

En el capitulo uno se describira antecedentes de la utilizacién de la
tecnologia de machine learning que se han realizado, para facilitar la
comunicacién entre idiomas. En el segundo capitulo se detallara la justificacion
por la cual se realizara la investigacion, como puede beneficiar a que la
comunicacion fluya de forma mas rapida y precisa utilizando herramientas
tecnoldgicas para resolver las brechas linguisticas que se tienen en la

comunicacioén de diferentes idiomas.

En el capitulo tres se describiran los alcances de la investigacién que se
tendran para la implementacion del sistema tecnologico que ayude a la solucién
del problema. En el capitulo cuatro es donde se describira el marco teérico, las
teorias, métodos y metodologias que se han establecido para la creacién de
sistemas de traduccién con aprendizaje automatico para el procesamiento del

lenguaje natural en idiomas.



Seguidamente, en el capitulo cinco, se describira la presentacién de los
resultados de la investigacion: Se describira como estara implementada la
solucion del problema, detallando los disefios de la base de datos y del sistema;
Se hard una descripcidén de la recoleccidén de los datos para la implementacion
de la red neuronal que generara el modelo de traduccidn para los idiomas del
kagchikel al espafol; funcionamiento general del sistema; las pruebas de
traduccion de palabras y oraciones de speech to text, utilizando el modelo
generado de la traduccion de los idiomas kagchikel al espafol y una descripcion

del prototipo a implementar para la solucion del problema.

Por dltimo, en el capitulo seis es donde se discutirdn los resultados
obtenidos de la implementacién del prototipo de interpretacién del idioma maya
kagchikel al espafiol, analizando los resultados de las traducciones echas con el
prototipo implementado, comparando los resultados de las pruebas con los
objetivos, dando una descripcion de estos y definiendo trabajos futuros que se
puede realizar después de la investigacion.



2. ANTECEDENTES

La comunicacién es la forma esencial que las personas utilizan
diariamente para poder comunicar sus inquietudes, expresiones, intereses o
hablar con sus familiares, entre otros. Dependiendo de donde estén ubicados
los grupos de personas pueden hablar determinados idiomas o dialectos, los
cuales pueden llegar a tener brechas de comunicacién entre quienes no hablan

en su idioma materno y quieren comunicarse entre si.

Hoy en dia la comunicacion ha ido evolucionando por medio de las
tecnologias de la informacion, ya no es como se conocia antes. La
comunicacién siempre fue de forma presencial, luego por medios como la
imprenta, la radio, la televisidbn y vias telefénicas. Lleg6 la era digital y la
comunicacién tuvo una revolucion con la utilizacion del Internet, donde ya
personas de todo el mundo se podian comunicar. La comunicacion se volvio
mas facil y de rapido acceso para todos, utilizando medios como correos
electronicos, mensajes de texto, redes sociales, realidad virtual, realidad

aumentada y la aparicidén de la inteligencia artificial.

Ozkaya (2023) describe que la integracion de la inteligencia artificial (1A)
y el aprendizaje automatico (ML) en los servicios lingtisticos ha marcado el
comienzo de una nueva era de comunicacion rapida, que trasciende las
barreras linglisticas y hace que el contenido multilinglle sea mas accesible.
Estas tecnologias ya no se limitan a la mera automatizacion, sino que han
evolucionado hasta convertirse en herramientas sofisticadas que contribuyen
significativamente a la calidad, velocidad y diversidad de las tareas relacionadas

con el lenguaje.



El aprendizaje automatico puede ayudar a interpretar los idiomas,
utilizando las redes neuronales para su aprendizaje, para que sea capaz de
traducir lo que las personas quieren expresar en su idioma materno al de las
personas que se les quiere transmitir el mensaje, y asi solucionar esas brechas
lingliisticas, como se indica en el articulo de Ozkaya (2023) sobre cémo puede
ayudar la inteligencia artificial en la interpretacion de los idiomas.

Fiorini et al. (2023) indican que el inglés se considera en general la
lengua franca de la comunicacion académica. Un uso tan generalizado tiene
ciertamente la ventaja de facilitar los intercambios en un panorama de

investigacion cada vez mas internacionalizado.

Sin embargo, este dominio linglistico también genera desigualdades
entre los investigadores y limita la difusién del conocimiento cientifico dentro de
las comunidades de habla no inglesa. Aunque la traduccidén podria identificarse
rapidamente como la solucién, la comunicacibn académica ha estado
histéricamente marcada por una escasez de recursos humanos y financieros

para apoyar los procesos de traduccién tradicionales (Fiorini et al., 2023).

El objetivo que presentan Fiorini et al. (2023) es un enfoque multiusuario
para la evaluacion de la traduccién automatica para su uso en la comunicacion
académica, presentando una metodologia de evaluacion y ajuste disefiada para
cumplir con las necesidades de los diferentes usuarios objetivo (traductores,
investigadores, lectores). Dado el enfoque de la conferencia, el articulo describe
con mas detalle la metodologia de evaluacién relacionada con la persona
traductor. El documento también incluye conclusiones preliminares generales e
informacién sobre el trabajo de evaluacién en curso.



Ohidujjaman et al. (2021) hablan del intercambio estratégico de
conocimientos sin fronteras y el desarrollo de la comunicacion en que
interactian los dialectos, ademas de otros factores importantes como la
educacion, la medicina, los negocios, la investigacion y otros estan
ampliamente difundidos en todo el mundo en funcién de diversas jergas. La
expresion bilingle o multilinglle es el estandar de contar con recursos

lingUisticos nuevos o desconocidos junto con sus recursos.

El esfuerzo inicial del estudio de Ohidujjaman et al. (2021) es el de
implementar los enfoques TA (traduccidon automatica) para el procesamiento del
idioma inglés al bengali y viceversa. El énfasis del estudio es que se identifican

las distintas ambigledades junto con sus mejores soluciones.

Ciertos enfoques de traduccién automatica, como la traduccion palabra a
palabra, directa, de transferencia, interlingua, basada en corpus y estadistica,
estan sobreviviendo y pocos de ellos se implementan en este procesamiento
inteligente del lenguaje natural (SNLP) para enviar el idioma de origen al idioma
de destino (Ohidujjaman et al., 2021).

Ramirez et al. (2021) realizan el proyecto MultiTraiNMT Erasmus+, que
tiene como objetivo desarrollar un plan de estudios abierto e innovador en
traduccion automatica neuronal (NMT) para estudiantes de idiomas vy
traductores como ciudadanos multilingles. Estos autores describen que la
traduccion automatica podria ayudar a abordar el desajuste entre el objetivo
deseado de la UE de tener ciudadanos multilingles que hablen al menos dos
idiomas extranjeros y la situacion actual en la que los ciudadanos generalmente

estan muy por debajo de este objetivo.



Ramirez et al. (2021) describen que la traduccidbn automatica se
considera un recurso que puede ayudar a los ciudadanos en su intento de
adquirir y desarrollar habilidades linglisticas si se les capacita de manera
informada y critica. Para ello comparten materiales de capacitacion que
consisten en un libro de texto de acceso abierto, una aplicacion web de NMT de
cddigo abierto llamada MutNMT con fines de capacitacion y correspondientes
actividades.

Tapo et al. (2020) indican que los idiomas de bajos recursos presentan
desafios unicos para la traduccion automatica (neural). Abordan el caso del
bambara, una lengua mande para la cual los datos de entrenamiento son
escasos y que requiere cantidades significativas de preprocesamiento. Mas que
la situacion lingUistica del bambara en si, el contexto sociocultural en el que
viven los hablantes de bambara plantea desafios para el procesamiento
automatizado de esta lengua.

Tapo et al. (2020) presentan el primer conjunto de datos paralelos para la
traduccion automatica de Bambara hacia y desde el inglés y el francés, asi
como los primeros resultados comparativos sobre la traduccién automatica
hacia y desde bambara. Estos autores reflexionan sobre los desafios al trabajar
con lenguajes de bajos recursos y proponen estrategias para hacer frente a la
escasez de datos en la traduccion automatica (TA) de bajos recursos.

Ohidujjaman et al. (2021), Ramirez et al. (2021) y Tapo et al. (2020)
presentan en sus trabajos de investigacion métodos y herramientas para
implementar inteligencia artificial con aprendizaje automéatico, generando una
guia de como pueden ayudar para la interpretacién del idioma maya kaqchikel
al espanol, traduciendo de forma mas clara y rapida.



En Guatemala no se presentan evidencias de que existan trabajos
realizados de interpretacion del idioma kaqchikel al espafol utilizando machine
learning con speech to text, solo un traductor de palabras escritas en espanol al
kaqgchikel desarrollado por Mynor Xico en su pagina web.






3. PLANTEAMIENTO DEL PROBLEMA

Guatemala es un pais multiétnico, pluricultural y multilinglie en que se
hablan distintos idiomas mayas, aproximadamente alrededor de 22, los cuales
son transmitidos por generaciones. Dependiendo del lugar, las comunidades
pueden hablar uno o incluso mas idiomas mayas y, al momento de que estas
personas migran del departamento en que se encuentren, no pueden
comunicarse con las demas personas que no hablan su idioma materno,

provocando grandes brechas linguisticas.

Es probable que estas brechas linglisticas se deben a la falta de
traductores jurados de los idiomas mayas en el pais, ya que en Guatemala se
vive en una sociedad en que los idiomas mayas no son aceptados por todos los
ciudadanos, desde la imposicion del espafnol como lengua oficial durante la
colonizacion, provocando una baja cantidad de iniciativas, tanto privadas como
publicas, que tengan como fin la conservacién y reduccion de la brecha

lingUistica.

Otros factores que influyen en la brecha lingUistica son la limitacién de
materiales didacticos y recursos linglisticos de los idiomas mayas, pues una
gran cantidad se perdi6 durante la colonizacion. Todo esto dificulta la
ensefianza y el aprendizaje de los idiomas mayas, y a su vez provoca que

existan pocos sistemas tecnolégicos relacionados.

Con el crecimiento de la poblacion en Guatemala, la escasez de
traductores jurados de los idiomas mayas para procesos legales se hace mas
notable, provocando que la poblacién guatemalteca que no habla espafiol como



su idioma materno no pueda comunicarse con la misma fluidez que los demas,
impidiéndoles agilizar los procesos como el acceso a la educacién, colocar una
denuncia, recibir una adecuada atencién médica o ejercer sus derechos y

obligaciones que tienen como ciudadanos en el pais, entre otras cosas.

Por eso existe una necesidad de traductores jurados que puedan traducir
de forma répida y precisa los idiomas mayas al espafnol, para que asi los
ciudadanos guatemaltecos puedan expresarse en cualquier lugar en su idioma

materno sin problema de las brechas linguisticas.

Hoy en dia existen pocas herramientas tecnoldgicas, como diccionarios
de palabras de kaqchikel al espanol y viceversa, algunos mas avanzados
pueden traducir oraciones simples, todos estos son con traducciones de texto,
pero no existe evidencia de que puedan traducir el idioma maya kaqchikel de

VvOz a texto.

La falta de estas herramientas tecnoldgicas para la interpretacion de los
idiomas mayas, entre ellos el kaqchikel, es notable, ya que hoy en dia existen
herramientas capaces de traducir a muchos idiomas oficiales de todo el mundo,
y la mayoria de los ciudadanos con acceso a estas tecnologias no estan
interesados por conservar los idiomas mayas ni por romper las brechas
lingUisticas, al considerar los idiomas mayas como antiguos y alejados por
completo de la tecnologia.

Derivado a que el idioma kaqchikel es muy antiguo, muchas palabras
que se utilizan hoy en dia para describir el entorno no tienen una traduccion
especifica al idioma kaqgchikel, provocando que las personas que lo hablan lo
mezclen con el idioma espanol.
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Otros de los problemas que se tiene con las brechas de comunicacién de
los idiomas mayas al espafol es que muchos guatemaltecos no logran tener un
buen desarrollo integral, como una buena educacién o un buen trabajo, debido
a que la mayoria de los procesos legales son realizados en el idioma espariol.

Al suceder que una persona que hable un idioma maya quiera colocar un
negocio fuera de su comunidad, en una de las ciudades, o estudiar en algun
otro lugar donde no hablen su idioma materno, provoca que muchos decidan
quedarse en su comunidad o realizar trabajos que no requieran de mayor
comunicacidn con otras personas que no hablen su idioma, generando también
una desigualdad social y econémica, ya que se sectoriza los trabajos a los
cuales tienen acceso. Muchos de estos problemas se deben a la falta de
herramientas tecnoldgicas para que sea posible la interpretacion de los idiomas

mayas y no se vuelvan excluyentes entre las comunidades.

Las razones indicadas anteriormente, y considerando que el idioma
kaqgchikel es el idioma maya mas hablado en el pais, y es el que contiene mas
programas de aprendizaje, lo convierten en candidato para lograr que la
inteligencia artificial pueda aprender a traducirlo correctamente al espanol,
implementando una red neuronal de machine learning capaz de lograr traducir
oraciones orales sencillas. Derivado del problema, se plantean las siguientes
preguntas:

3.1.1. Pregunta central
¢ Coémo implementar un prototipo tecnoldgico de traduccidén con machine
learning que ayude a la comunidad hablante del idioma maya Kaqchikel a

comunicarse de forma precisa y rapida con las personas hablantes del idioma
espanol para resolver las brechas linguisticas de entendimiento de los idiomas?
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3.1.2. Preguntas auxiliares

¢ Como se obtendra la recoleccion de los datos para la construccion del
data set que tendra el sistema de traductor del idioma maya kaqchikel al
espanol?

¢ Qué modelo de procesamiento del lenguaje natural de machine learning
se utilizard para el traductor del idioma kaqgchikel al espafol?

¢Como implementar un prototipo de pagina web capaz de traducir
oraciones simples de speech to text de los idiomas kaqchikel al espafol?

12



4. JUSTIFICACION

El presente trabajo tiene como propésito contribuir en las areas de
dispositivos y sistemas para el desarrollo de sistemas que apliquen inteligencia
artificial y machine learning, que ayude a las tecnologias de la informacion y la
comunicacion para fortalecer la vision multicultural de Guatemala y para el

apoyo al desarrollo humano nacional.

Se sabe que la comunicacion es la forma esencial que utilizan las
personas para interactuar. Guatemala se considera un pais multilingie en el
que se habla aproximadamente 22 idiomas mayas, dependiendo de dénde se
encuentren ubicados los ciudadanos pueden incluso hablar mas de un idioma
maya como su idioma materno y, en el momento de que estas personas migran
de su ubicacion hacia otro departamento, o hacia la ciudad y quieren
comunicarse con las demas personas que solo hablan el espafol, se provocan

grandes brechas lingtiisticas por la falta de entendimiento.

La falta de traductores jurados de los idiomas mayas hace que gran parte
de la poblacién guatemalteca no pueda llegar a comunicarse de forma fluida
con los que no hablan su mismo idioma, ya que en Guatemala el idioma oficial
es el espanol. Puede que estas personas no reciban adecuada atencién por la
brecha linglistica que se tiene entre los idiomas. Por ello es importante realizar
un sistema tecnoldgico que ayude a interpretar lo que desean comunicar de una
forma mas répida y precisa. El idioma maya con mayor poblacion hablante y
que tiene programas de aprendizaje es el kaqchikel, que es un candidato para
poder realizar un intérprete de este al espaniol.
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El desarrollo de un sistema tecnologico de traduccion basico con
machine learning y redes neuronales que interpreten el idioma kaqchikel al
espafol puede optimizar los procesos de traduccién manual, reduciendo asi el
tiempo y el costo asociados a la traduccién tradicional y, en lugares en que no
se cuente con traductores para el idioma, puede ser una alternativa mas rapida
para traducir lo que se quiere comunicar al espafol.

Un sistema tecnolégico de traduccion basico automatizado puede
ampliar el acceso a la informacién y los recursos en linea para las personas que
no dominan el idioma, tanto los que hablan idiomas mayas como espariol. Esto
puede ser especialmente beneficioso en areas como la educacién, la salud y el
gobierno, donde una informacion precisa y actualizada es crucial para la toma

de decisiones y el bienestar de las personas.

También un sistema tecnol6gico de traduccién basico preciso y eficiente
puede eliminar las barreras y brechas linguisticas del idioma que dificultan la
comunicacién entre personas de diferentes culturas y regiones, ya que no se
cuenta con un sistema tecnoldgico especifico que pueda traducir de forma

precisa lo que se quiere comunicar.

Realizar el intérprete del idioma kaqchikel al espafol permitiria una
mayor colaboracion nacional e internacional en proyectos de investigacion,
desarrollo tecnoldgico y transferencia de conocimiento a las demas personas de
la sociedad que quieran expresar sus conocimientos y aportar sus ideas con los
demads, fortaleciendo la vision multicultural de Guatemala y apoyando al

desarrollo humano nacional.
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Con el sistema tecnoldgico de traduccion basica se puede promover la
inclusién social, al permitir que las personas con diferentes idiomas participen
plenamente en la sociedad. Esto puede contribuir a reducir la discriminacién y
fomentar la igualdad de oportunidades para todos, como también puede facilitar
el comercio nacional e internacional al permitir una comunicacién fluida entre
empresarios, compradores y vendedores de diferentes regiones y paises. Esto
puede generar nuevas oportunidades comerciales, impulsar el crecimiento

econdmico y fomentar la cooperacion nacional e internacional.

Esta investigacibn puede guiar a otras personas a que puedan
implementar un sistema capaz de interpretar diferentes idiomas mayas o
dialectos que se hablen en el mundo y necesiten el apoyo para traducir de los

mismos al espafol.
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5. OBJETIVOS

5.1. General

Implementar un prototipo tecnoldgico de traduccidn con machine learning
que ayude a la comunidad hablante del idioma maya kaqchikel a comunicarse
de forma precisa y rapida con las personas hablantes del idioma espafiol, para
resolver las brechas lingUisticas de entendimiento de los dos idiomas.

5.2 Especificos
1. Describir y disenar como se recolectara los datos para la construccion
del data set que tendra el sistema de traductor del idioma maya kaqchikel

al espanol.

2. Definir el modelo de procesamiento de lenguaje natural de machine
learning que utilizara el traductor del idioma kaqgchikel al espariol.

3. Implementar un prototipo de pagina web capaz de traducir oraciones
simples de speech to text de los idiomas kaqchikel al espanol.

17



18



6. NECESIDADES A CUBRIR Y ESQUEMA DE SOLUCION

Para abordar el problema de las brechas linguisticas del idioma maya
kaqgchikel al espafiol se propone un sistema tecnologico de traducciéon basico
que sea capaz de traducir oraciones basicas habladas de kaqgchikel al espaiiol,
por medio de aprendizaje automatico, que se alimentara con una serie de
muestras a la red neuronal que aprende la forma de traducir el idioma kaqchikel

al espanol.

El proceso, como lo muestra la Figura 1, consiste en que se tendra como
informacion de entrada palabras y oraciones habladas en kaqchikel y la
traduccion al espanol de forma escrita, estas seran guardadas en una base de
datos para su interpretacion por medio de algoritmos del aprendizaje automatico
y el procesamiento de lenguaje natural, generando asi el modelo predictivo de

los datos aprendidos.

19



Figura 1.
Entrenamiento del modelo predictivo

. ‘ ) ‘ Aprende entre |
- Q—,: Datos de
‘ entrada

Notas de voz Kagchikel
en Kagchikel
—>

Modelo Predictive
) Algoritmos de
Rotulos de Machine Learning
datos

Traduccion en Espariol
Espafiol

eniradas y salidas

Nota. Entrenamiento del modelo predictivo de los idiomas kaqgchikel al espafiol. Elaboracién
propia, realizado en draw.io.

En la rotulacion de los datos se ingresaran las traducciones de las
palabras y oraciones solicitadas en espafnol de las notas de voz que se
obtuvieron de las diferentes personas a colaborar con el sistema. Teniendo ya
los datos de las traducciones de espariol y kagchikel se ingresan como entradas

al algoritmo de machine learning.

El algoritmo de machine learning consiste en una red neuronal que se
disenara para interpretar las distintas pronunciaciones que se hablan en
kagchikel y que corresponden a las traducciones especificas del espafnol. Una
vez entrenado el algoritmo de aprendizaje automatico, se genera el modelo
predictivo, que consiste en una red neuronal que se encontrara lista para la

interpretacion del idioma kaqchikel al espanol.
Ya teniendo el modelo predictivo, se puede utilizar para la realizacién de

pruebas con nuevos datos para interpretar lo que se quiere decir en kaqgchikel
ya traducido al espanol, con las oraciones basicas y palabras con las que fue

20



entrenado el modelo, generando asi la salida de la traduccion escrita del
esparnol, como se muestra en la Figura 2.

Figura 2.

Diagrama de salida de la interpretacion de los idiomas kaqchikel al espariol

Traducclon en
- Espanol

Nuevo Dato

Kagqchike! Interpretacion

Modelo Predictivo

Nota. Diagrama de la interpretacion de los idiomas kaqgchikel al espafiol. Elaboraciéon propia,

realizado en draw.io.

Para mostrar las respuestas de la traduccién que genera el modelo
predictivo y la utilizacién de este, se realizara una interfaz de usuario de pagina
web que sea intuitiva y facil de utilizar, donde se realizaran las pruebas de
traduccion del idioma kaqchikel al espafiol.

Para la recoleccidén de los datos se realizara una serie de entrevistas a
varias personas que puedan traducir palabras y oraciones del esparnol al
kagchikel, grabando las notas de voz de cada una de las pronunciaciones en
una base de datos con la traduccién al espanol.
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7. ALCANCES

7.1. Alcance investigativo

Se tomaran en consideracion investigaciones, articulos, libros y tesis que
utilizan machine learning para traducir idiomas con diferentes redes neuronales,

tomando en cuenta lo siguiente:

o Qué lineamientos se necesitan para la recoleccion de los datos e
implementacion del sistema.

o Qué tipo de red neuronal se utilizo para el aprendizaje de los idiomas.

. Nivel de profundidad de la red neuronal con que cuenta el sistema de
traduccion de los idiomas.

o Cdémo fue implementado, con qué algoritmos y qué métodos se utilizaron

para los sistemas de traduccién.

o Numero de retroalimentacion para la red neuronal.
o Qué tan preciso se realizan las traducciones.
7.2. Alcance técnico

Se implementara un algoritmo de red neuronal que sea capaz de traducir
frases simples de kaqgchikel hablado con nota de voz y se interpretara al idioma
espafiol de forma escrita. Para eso se utilizara speech to text para el prototipo
de traduccion automatica de los idiomas kaqchikel al espafol.

Esta investigacion se desarrollara con las siguientes especificaciones

técnicas:
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. Base de datos de los idiomas con su traduccion.

o Tipo de red neuronal.

o Profundidad de la red neuronal y nimero de capas.

o Tensor Flow con speech to text para las notas de voz.

. De forma local o plataformas en la nube como Amazon Web Services

(AWS) de forma gratuita.

o Aprendizaje a partir de pocos ejemplos de traduccidn.
o Preprocesamiento de los datos en la base de datos de los idiomas.
7.3. Alcance de resultados

A continuacion, se detallaran los resultados que tendra la investigacion
del prototipo y los lineamientos que tiene el intérprete del idioma kaqgchikel al

espanol.
. La construccidn de un data set del idioma kaqchikel al espariol.
. Un modelo de traduccion basico con interfaz de usuario, con las

capacidades de traducir frases y oraciones cortas entre los idiomas

kaqgchikel al espariol.
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8. MARCO TEORICO

8.1. Traducciéon automatica mediante aprendizaje profundo

El aprendizaje profundo es un enfoque utilizado recientemente para la
traduccion automatica. A diferencia de la traduccién automatica tradicional, la
traduccion automatica neuronal es una mejor opcién para una traduccion mas
precisa y también proporciona un mejor rendimiento. La red neuronal profunda
(Deep Neural Network - DNN), se puede utilizar para mejorar los sistemas

tradicionales con el fin de hacerlos mas eficientes (Singh, et al., 2017).

Singh et al. (2017) indican que se necesitan diferentes técnicas y
bibliotecas de aprendizaje profundo para desarrollar un mejor sistema de
traduccion automatica, como las redes neuronales recurrentes (Recurrent
Neural Network - RNN), memoria a corto y a largo plazo (Long Short-term
Memory — LSTM), entre otros, para entender el sistema que convertira la
oracion del idioma de origen al idioma de destino. Adaptar las redes adecuadas
y las estrategias de aprendizaje profundo es una buena opcién porque ajusta el
sistema para maximizar la precisién del sistema de traduccion en comparacion

con otros.

Ali et al. (2021) indican que la traduccién automatica (Machine
Translation — MT) traduce la oracion del idioma de origen en una oracién de
lenguaje especifica. Asi la aplicacion de MT en varios idiomas se ha convertido
en parte de la vida diaria. Basicamente, los sistemas de traduccion automético
analizan la oracidén ingresada y construyen su estructura gramatical para

generar la traduccion a la estructura del idioma de destino.
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Ali et al., (2021) proponen un estudio en el que establecieron un sistema
eficiente que analizara, comprendera y generara lenguajes que los humanos
usan de forma natural. El sistema MT propuesto contiene cuatro partes
principales: (1) analisis, (2) codificacion, (3) decodificacion y (4) generacion. En
la parte de analisis la oracidn fuente se divide en palabras significativas y cada
palabra se verifica léxicamente. En la parte de codificacion se utilizan dos
técnicas de aprendizaje profundo: redes neuronales recurrentes (RNN) y

codificaciones.

Se envia una palabra a la vez a los RNN y genera un conjunto de
numeros utilizando algoritmos de codificacion. En la parte de decodificacién, se
entrena a otro RNN para genera la palabra en el idioma de destino a partir del
idioma de origen. En la parte de generacion, esas palabras se clasifican en
categorias sintacticas basadas en verbo, adverbio, sustantivo, pronombre, entre
otros. Esas palabras pueden intercambiarse sus posiciones y combinarse con
otras palabras para crear oraciones significativas en el idioma objetivo.
Entonces es posible generar el conjunto de nimeros a partir de oraciones en el
idioma de origen usando RNN y el algoritmo de codificacion, y asi resultard mas
facil traducir la oracion al idioma de destino (Ali, et al., 2021).

8.1.1. Traduccidn palabra por palabra

Ali et al. (2021) indican que este es el proceso de traduccién mas facil y
sencillo. El concepto principal de este sistema es remplazar cada palabra de
una oracion con la palabra traducida en el idioma de destino. La figura 3
muestra un ejemplo de traduccién del bengali al inglés utilizando la técnica
palabra por palabra. El proceso de implementacion de esta técnica es sencillo
porque requiere un diccionario para la traduccion de palabras. Pero la precisidon
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resultante de esta técnica es pobre, porque no le importa ninguna regla
gramatical ni el orden de las palabras del idioma objetivo. En la Figura 3 se
muestra un ejemplo del sistema de traduccion palabra por palabra.

Figura 3.

Ejemplo del sistema de traduccion palabra por palabra

(Bengali Sentence): @”0] j@ SA-$d® bR

(Transliterate Sentence): Ami puro prithibita vromon-korte chai

ooy ! v v

(English Sentence): I whole world totravel want

Nota. Sistema palabra por palabra. Obtenido de M. Ali et al. (2021). Machine translation using
deep learning for universal networking language based on their structure. International Journal
of Machine Learning and Cybernetics, 12(8), p. 2365.
https://link.springer.com/article/10.1007/s13042-021-01317-5

8.1.2. Traduccién basada en reglas

Ali et al. (2021) indican que para que el sistema anterior sea mas preciso,
se deben agregar gramaticas especificas del idioma y un sistema de traduccion
basado en reglas. Por ejemplo, el orden de los verbos y los sustantivos puede
intercambiarse porque en el idioma bengali los verbos generalmente van
después del sustantivo segun la estructura sujeto-objeto-verbo (SOV), a
diferencia del inglés, donde se sigue la estructura SVO. Y a veces dos palabras
pueden traducirse en una sola palabra. La figura 4 muestra un ejemplo de
traduccion del bengali al inglés utilizando gramética y contexto. Si se agregan

mas gramaticas y reglas, el sistema sera mas eficiente.
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Figura 4.
Ejemplo del sistema de traduccion basado en reglas

Swap the order of
verb and noun

- —

(Bengali Sentence): T @ JRAIIB] TA-Fa@© BB

(Transliterate Sentence): Ami puro prithibita vromon-korte chai

E— S
’—"”"-" - ‘\‘\_»“\\
o= P =S

(English Sentence): I want totravel the whole world

Nota. Sistema basado en reglas. Obtenido de M. Ali et al. (2021). Machine translation using
deep learning for universal networking language based on their structure. International Journal
of Machine Learning and Cybernetics, 12(8), p. 2366.
https://link.springer.com/article/10.1007/s13042-021-01317-5

8.1.3. Traduccion automatica basada en estadistica

Ali et al. (2021) indican, dado que los sistemas de traduccion basados en
reglas contienen muchas limitaciones, que se desarrollaron nuevos sistemas de
traduccion. En lugar de gramaticas y reglas de oracién, el nuevo sistema de
traduccion utiliza estadisticas y probabilidades para traducir una oracién.

Ali et al. (2021) indican que este sistema de traduccidon automatica
estadistica requiere una gran cantidad de datos de entrenamiento. Lo
interesante de dos sistemas de traduccién automatica estadistica es que,
aunque es poco probable, dos sistemas de traduccién anteriores no generan
una sola traduccion para una frase. En lugar de generar una sola traduccién

generan todas las traducciones posibles y las colocan en términos de rango.
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Finalmente, genera la frase traducida mas baja como resultado, donde todo el

proceso se ha completado en tres pasos que son:

Paso 1: se divide la oracidén en palabras significativas. En el primer paso,
se divide la oracion original en palabras simples y significativas que puedan
traducirse facilmente. La figura 5 muestra como la oracion original se divide en
palabras simples con significado. Aqui cada palabra subrayada es una palabra
significativa (Ali et al., 2021).

Figura 5.
Ejemplo de la oracion que se divide en palabras significativas

(Bengali Sentence):@@ -] ai9-$d(© bR

(Transliterate Sentence): Ami puro prithibita vromon-korte chai

Nota. Oracién en palabras significativas. Obtenido de M. Ali ef al. (2021). Machine translation
using deep learning for universal networking language based on their structure. International
Journal of Machine Learning and Cybernetics, 12(8), p. 2367.
https://link.springer.com/article/10.1007/s13042-021-01317-5

Paso 2: traducir cada palabra significativa al idioma de destino de todas
las formas posibles. En el segundo paso, se descubra como los humanos
tradujeron esas palabras de todas las formas posibles. No solo el simple
diccionario de traduccién interviene en la busqueda de estas palabras, sino
también la forma en que los humanos reales traducen estas mismas palabras
(Ali et al., 2021).
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Este proceso es de gran ayuda para descubrir todas las formas posibles
de traducir cada palabra. La Figura 6 muestra todas las formas posibles de
traducir cada palabra de una oracién. Dado que cada palabra contiene muchas
palabras traducidas en el idioma de destino, algunas palabras traducidas son
mas significativas y frecuentes que otras. Se ha proporcionado una puntuaciéon
para cada palabra traducida en funcién de la frecuencia con la que aparecen
estas traducciones en los datos de entrenamiento (Ali et al., 2021).

Paso 3: hacer todas las oraciones posibles y seleccionar la adecuada.
Finalmente, el tercer paso utiliza todas las combinaciones posibles de palabras
traducidas para encontrar la oracidén posible. Se pueden generar mas de 2000
oraciones diferentes solo a partir de las palabras traducidas que se muestran en
la figura 6 (Ali et al., 2021).

Figura 6.
Ejemplo de la traduccion de palabras significativas al idioma de destino

(Bengal): SB1 FE JRSICI IFA-FaA0® BE

(Bengali): Ami uro prithibita vromon-korte chai

o=

-1 - would like - to visit - the complete - world
- Me - crave -to look over - the full -universe
- Myself - quest - to travel - the entire - earth
- want - to see - the whole - terra
- stare - to sally out -the all - glove
- wish - the total - creation
-hope - the every
- desire

Nota. Traduccion de palabras al idioma de destino. Obtenido de M. Ali et al. (2021). Machine
translation using deep learning for universal networking language based on their
structure. International Journal of Machine Learning and Cybernetics, 12(8), p. 2368.
https://link.springer.com/article/10.1007/s13042-021-01317-5
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8.2. Redes neuronales recurrentes

Ali et al. (2021) indican que al poder utilizar la informacidén secuencial en
el célculo es la idea principal de los RNN. En una red neuronal, todas las
entradas y salidas son independientes entre si. Pero esto no es eficiente para la
mayoria de los sistemas. Cuando se desea construir un sistema que pueda
predecir la siguiente palabra que se va a escribir, en ese caso es necesario
saber la palabra actual, de lo contrario, al sistema le resultara dificil predecir la
siguiente palabra. En este tipo de aplicaciones, las redes neuronales no pueden

funcionar bien.

Para resolver estos problemas se requiere un sistema que pueda utilizar
el resultado de los estados anteriores para los célculos del siguiente estado.
RNN es una version ligeramente actualizada de una red neuronal, donde el
resultado del estado anterior es una de las entradas para el siguiente estado. A
diferencia de las redes neuronales, la siguiente salida depende de la salida
anterior en las RNN. En la siguiente pagina, la Figura 7 muestra el diagrama de
bloques de RNN y la figura 8 muestra la estructura de una RNN despegada en

una red:

31



Figura 7.
Diagrama de bloques de RNN

Input:

Input 1 Stateful Model Output:

Recurrent Neural

out t 1
Network (RNN) A

Input 2

Input 3

19

Save the model current
state and use it as an input
for next calculation

Nota. Diagrama de bloques de RNN. Obtenido de M. Ali et al. (2021). Machine translation using
deep learning for universal networking language based on their structure. International Journal
of Machine Learning and Cybernetics, 12(8), p. 2369.
https://link.springer.com/article/10.1007/s13042-021-01317-5

Figura 8.
Estructura de un RNN desplegado en la red

Output: 0 o:-d_j Or:_] 01
h A
Unfold V]
Hidden St St
S w W ™
Units: 3 y
U
Input: xe1[ | Xe[ ] Xet

Nota. RNN desplegado en la red. Obtenido de M. Ali et al. (2021). Machine translation using
deep learning for universal networking language based on their structure. International Journal
of Machine Learning and Cybernetics, 12(8), p. 2370.
https:/link.springer.com/article/10.1007/s13042-021-01317-5
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8.2.1. Red neuronal recurrente

Liu et al. (2014) indicaron que las redes neuronales recurrentes se
suelen utilizar para el procesamiento de secuencias, como los modelos de
lenguaje. Los métodos de procesamiento de secuencias comunmente
utilizados, como el modelo oculto de Markov (Hidden Markov Model - HMM) y el
modelo de lenguaje de n-gramas, solo utilizan un historial limitado para la

prediccion.

En HMM el estado anterior se utiliza como historial, y para el modelo de
lenguaje de n-gramas (por ejemplo, n es igual a 3), el historial son las dos
palabras anteriores. Se propone que la red neuronal recurrente utilice
informacion histérica ilimitada y tenga conexiones recurrentes en estados
ocultos, de modo que la informacion historia se pueda utilizar de forma circular

dentro de la red durante un tiempo arbitrariamente largo.
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Figura 9.

Red neuronal recurrente

X.C;OQO)

@

Nota. Red neuronal recurrente. Obtenido de S. Liu, N. Yang, M. Li, M. & M. Zhou, (2014). A
recursive recurrent neural network for statistical machine translation. In: Proceedings of the 52nd
Annual Meeting of the Association for Computational Linguistics. (p. 1491) Long Papers.
https://aclanthology.org/P14-1140.pdf

Como se muestra en la Figura 9, la red contiene tres capas, una capa de
entrada, una capa oculta y una capa de salida. La capa de entrada es una
concatenacion de h;_; y x;, donde h;_; es un vector de valor real, que es la
informacion historica desde el momento 0 hasta t — 1. x; es la incrustacién de la
palabra de entrada en el momento t. La incrustacion de palabras x, esta
integrada con el historial anterior h;_; para generar la capa oculta actual, que es

un nuevo vector de historial h, (Liu, et al., 2014).

Con base en h;, podemos predecir la probabilidad de la siguiente
palabra, que forma la capa de salida y;. El nuevo historial h; se utiliza para la
prediccion futura y se actualiza con nueva informacion de la incrustacién de

palabras x, de forma recurrente (Liu, et al., 2014).
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8.2.2. Red neuronal recursiva

Liu et al. (2014) indicaron que ademas de la estructura secuencial
anterior, la estructura de arbol también suele construirse en diversas tareas del
procesamiento del lenguaje natural (Natural Language Processing - NLP), como
el andlisis y la decodificacion SMT. Para generar una estructura de arbol, se

introducen redes neuronales recursivas para el analisis del lenguaje natural.

Al igual que con las redes neuronales recurrentes, las redes neuronales
recursivas también pueden utilizar informacidn historica ilimitada del subarbol
enraizado en el nodo actual. Las redes neuronales recursivas binarias
comunmente utilizadas generan la representaciéon del nodo padre, con las

representaciones de dos nodos hijos como entrada.

Figura 10.

Red neuronal recursiva

yltnl

S“»“]

w

S[i,m] S[mjn]

(ec0000e (000000

Nota. Red neuronal recursiva. Obtenido de S. Liu, N. Yang, M. Li, M. & M. Zhou, (2014). A
recursive recurrent neural network for statistical machine translation. In: Proceedings of the 52nd
Annual Meeting of the Association for Computational Linguistics. (p. 1492) Long Papers.
https://aclanthology.org/P14-1140.pdf
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Como se muestra en la Figura 10, slb™ y simnl son |as representaciones
de los nodos secundarios y se concatenan en un vector para ser la entrada de
la red, sl*™ es la representacion generada del nodo padre, y'™ es Ila
puntuacién de confianza de que tan plausible es que se crea el nodo padre. Por
otro lado, L, m, n, son los indices de la cadena. Por ejemplo, para el andlisis del
lenguaje natural, st es la representacion del nodo padre, que podria ser un
nodo NP o VP, y también es la representacidén de todo el subarbol que cubre de
L an (Liu, et al., 2014).

8.2.3. Red neuronal recurrente recursiva

Liu et al. (2014) indican que la incrustacion de palabras x; se integran
como nueva informacién de entrada en redes neuronales recurrentes para cada
prediccion, pero en las redes neuronales recursivas no se utiliza informacién de
entrada adicional excepto los dos vectores de representaciéon de los nodos

secundarios.

Sin embargo, es crucial cierta informacién global que no puede ser
generada por las representaciones secundarias, es crucial para el rendimiento
de SMT, como el score del modelo de lenguaje y la puntuaciéon del modelo de
distorsion. Para integrar dicha informacion global y también mantener la
capacidad de generar una estructura de arbol, combinamos la red neuronal
recurrente y la red neuronal recursiva para formar una red neuronal recurrente
recursiva (R2NN) (Liu et al., 2014).
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Figura 11.

Red neuronal recurrente recursiva

}r“:n]
xli;ﬂﬁ) A

Nota. Red neuronal recurrente recursiva. Obtenido de S. Liu, N. Yang, M. Li, M. & M. Zhou,
(2014). A recursive recurrent neural network for statistical machine translation. In: Proceedings
of the 52nd Annual Meeting of the Association for Computational Linguistics. (p. 1493) Long
Papers. https://aclanthology.org/P14-1140.pdf

Como se muestra en la Figura 11, con base en la red recursiva, se
agregan tres vectores de entrada x!*™ para el nodo hijo [I,m], x™™ para el
nodo hijo [m,n], y x!*™ para el nodo padre [I,n]. Reciben el nombre de vectores
de entrada recurrentes, ya que se toman prestados de redes neuronales
recurrentes. Los dos vectores de entrada recurrente xIb™ y xImnl ge
concatenan como la entrada de la red, con las representaciones originales del
nodo hijo st y smnl E| vector de entrada recurrente x[™ se concatenan con
la representacion del nodo padre si*™ para calcular el puntaje de confianza
ylbnl (Liu et al., 2014).
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8.3. Redes neuronales profundas

Las redes neuronales con mas de una capa oculta se conocen como
redes neuronales profundas (DNN). Estas redes primero entran en la fase de
formacién y luego se implementan para resolver el problema. La estructura y el
proceso de formacion de DNN dependen de la tarea asignada, como indican
Singh et al. (2017) en la Figura 12:

Figura 12.

Entrenamiento e implementacion de redes neuronales

Feedback

I/P @ o/ |/p o/p

Nota. Entrenamiento e implementacion de redes neuronales. Obtenido de S. Singh et al. (2017).
Machine translation using deep learning: An overview. In: 2017 International conference on
computer, communications  and  electronics (comptelix), (p. 162). IEEE.
10.1109/COMPTELIX.2017.8003957

Zhang y Zong (2015) indican que la traduccién automatica (Machine
Translation - MT) tiene como objetivo encontrar, para la fase del idioma de
origen, la fase mas probable en el idioma de destino que comparta el significado
mas similar. Basicamente, la MT es una tarea de prediccién de secuencia a
secuencia. Donde ofrece una descripcién general completa de las aplicaciones
de DNN en MT desde dos puntos de vista: aplicacidén indirecta, que intenta
mejorar los sistemas de MT estandar, y aplicaciéon directa, que adopta DNN
para desifiar un modelo de MT puramente neuronal.
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La aplicacion indirecta disefia nuevas funciones con DNN en el marco de
los sistemas MT estandar, que constan de multiples submodelos (como la
seleccion de traduccién y los modelos de idioma). Por ejemplo, los DNN se
pueden aprovechar para representar el idioma de origen, la semantica del

contexto y predecir mejor los candidatos a traduccion (Zhang y Zong, 2015).

La aplicacién directa considera la MT como una tarea de prediccion de
secuencia a secuencia y, sin utilizar ninguna informacion de los sistemas de MT
estandar, disefia dos redes neuronales profundas: un codificador, que aprende
representaciones continuas de oraciones en el idioma de origen, y un
decodificador, que genera la oracibn en el idioma de destino con la
representacién de la oracion de origen (Zhang y Zong, 2015).

8.3.1. Aprendizaje profundo

El aprendizaje profundo es una técnica nueva, ampliamente utilizada en
diferentes aplicaciones de aprendizaje automatico. Permite que el sistema

aprenda como un humano y mejore la eficiencia con capacitacién.

Los métodos de aprendizaje profundo tienen la capacidad de representar
caracteristicas mediante el uso de aprendizaje supervisado/no supervisado;
incluso existen capas superiores y mas abstractas. Aprendizaje profundo
utilizado actualmente en aplicaciones de imagenes, analisis big data,

reconocimiento de voz, traduccién automatica (Singh, et al., 2017).

Yang y Yue (2020) indican que el aprendizaje profundo (Deep Learning -
DL) se origina en el campo del aprendizaje automatico y tiene como objetivo
construir y simular la red neuronal profunda (Deep Neural Network — DNN) del
cerebro humano para su analisis y aprendizaje. Las DNN han mostrado
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ventajas sobresalientes en la resolucion de algunos problemas complejos,
porque puede simular las neuronas del cerebro humano para llevar a cabo una
transmision profunda de multiples capas para interpretar datos, lo cual se ha

verificado en el campo del reconocimiento de voz.

Wen y Yue (2021) indican que la idea basica del aprendizaje profundo es
utilizar habilmente el aprendizaje no supervisado para entrenar y ajustar cada
capa de la red. Hay dos pasos para desarrollar el aprendizaje profundo:
primero, construir neuronas de solo una capa para cada capa de la red y limitar
la cantidad de tiempos de entrenamiento para las redes de una sola capa.

Segundo, después de completar el paso 1, se utilizé el algoritmo de
Wake-Sleep para optimizar y ajustar todo tipo de parametros. Los pesos de
cada capa de la red neuronal (excepto la capa superior de la red neuronal) se
procesan en dos direcciones para convertirlo en un modelo grafico. Luego se
utiliza el algoritmo Wake-Sleep para ajustar los pesos de diferentes direcciones
(arriba y abajo), de modo que los pesos de diferentes direcciones puedan estar
en equilibrio. Entre ellos el algoritmo Wake-Sleep se compone de Wake vy

Sleep.

La cognicion de la tabla Wake puede obtener el estado del nodo de cada
capa de acuerdo con el peso cognitivo y las caracteristicas externas y externas,
y al mismo tiempo, el peso generado de cada capa se puede modificar
adecuadamente mediante el descenso de gradiente. Se generara una parte de
la tabla de Sleep y se puede obtener el estado subyacente segun el peso
generado y las caracteristicas de nivel superior, y se puede modificar el peso
cognitivo segun sea necesario (Wen y Yue, 2021).
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Wen y Yue (2021) indican el proceso de capacitacion de Deep Learning
se divide en dos partes: primero, comenzar desde abajo y entrenar capa por
capa. En otras palabras, los parametros de cada capa se entrenan sin
supervision por medio de datos de calibraciéon. Especificamente, los parametros
de la primera capa se encuentran con datos calibrados para obtener la capa

oculta correspondientemente.

Bajo la restriccién de la capacidad del modelo, la estructura de datos es
facil de distinguir y aprender por el modelo, para lograr la adquisicién de las
caracteristicas correspondientes. Al aprender la capa N-1, la entrada de la capa
N-1 se pueden representar por la salida de N-1. En este punto los parametros
de cada capa se pueden obtener entrenando la capa N-1 (Wen y Yue, 2021).

Segundo, empezar desde abajo, entrenar capa por capa y ajustar los
parametros del modelo apropiadamente. Especificamente, sobre la base del
primero paso, los parametros del modelo en cada capa se optimizan y se

ajustan con aprendizaje supervisado (Weny Yue, 2021).

Esto es diferente del proceso de inicializacion de la rede neuronal
anterior, porque los parametros de inicializacion de DL obtenidos después del
primer paso de aprendizaje de la estructura de datos de entrada no pertenecen
a la inicializacion aleatoria, por lo que el valor inicial puede considerarse como
el valor optimo global. Se puede ver que el efecto inicial DL mejora en gran
medida a través del primer paso de aprendizaje de caracteristicas (Wen y Yue,
2021).
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8.3.2. Modelos de lenguaje neuronal

Luong, Kayser y Manning (2015) indican que las redes neuronales
profundas (DNN) han tenido éxito en el aprendizaje de funciones mas
complejas que en las superficiales y se han destacado en muchas tareas
desafiantes, como el habla y la vision. Estos resultados han esperado interés en
la aplicaciéon de las DNNS también a los problemas de procesamiento del
lenguaje natural, especificamente en la traduccion automatica (TA).
Recientemente se han trabajado mucho en el uso de modelos neuronales del

lenguaje (NLM) para mejorar en la calidad de traduccion.

Luong, Kayser y Manning (2015) indican que los modelos de lenguaje
natural son fundamentalmente redes de propagacidén hacia adelante, pero no
necesariamente limitadas a una sola capa oculta. Como cualquier otro modelo
de lenguaje, los NLM especifican una distribucion p(w | ¢), para predecir la
siguiente palabra w dado un contexto c. El primer paso es buscar incrustaciones
de palabras en el contexto y concatenarlas para formar una entrada h(?, para la
primera capa oculta. Luego se construyen repetidamente representaciones

ocultas de la siguiente manera, paral = 1,...,n:
A = f (W(l)h(l—l) + b(l))

Donde f es una funcién no lineal como tanh. La distribucion predictiva,

p(w | ¢), se deriva entonces utilizando el sofmax estandar:

s = Wwempm 4 plsm)

exp(sw)

p(W|C) B ZwEVexp(sw)
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En cuanto al objetivo, la forma tipica de entrenar NLM es maximizar la
probabilidad de los datos de entrenamiento o, equivalentemente, minimizar el
objetivo de entropia cruzada de la siguiente forma: X w)er —logp(w|c) (Luong,

Kayser y Manning, 2015).

8.4. Aprendizaje profundo en traduccidon de maquina

La idea principal detras de esto es desarrollar un sistema que funcione
como traductor. Con la ayuda de la historia y experiencias pasadas, una red
neuronal profunda entrenada traduce las oraciones sin utilizar una gran base de
datos de reglas. La traduccién automatica incluye otros procesos relacionados,
como la alineacién de palabras, las reglas de reordenamiento, el modelo del
lenguaje, entre otros. Cada proceso del procesamiento de texto tiene soluciones
apropiadas, como se muestra en la Tabla 1:

Tabla 1.

DNN en traduccion automatica

Procesamiento de Texto Soluciones DNN
Alineacién de palabras FNN RNN
Seleccién de reglas de traduccion FNN RAE CNN
Reordenamiento y prediccion de FNN RAE CNN
estructura
Modelo de lenguaje RAE Recurrent NN Recursive NN

(LSTM, GRU)

Prediccion de traduccién conjunta FNN RNN CNN

Nota. DNN en traduccion automatica. Obtenido de S. Singh et al. (2017). Machine translation
using deep learning: An overview. In: 2017 International conference on computer,
communications and electronics (comptelix), (p. 163). IEEE.
10.1109/COMPTELIX.2017.8003957
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8.4.1. DNN en el proceso de traduccion

Singh et al. (2017) describieron que después del procesamiento
(segmentacion de oraciones, tokenizacién, entre otros), el proceso de
traduccion comienza con la alineacion de palabras, seguida del reordenamiento

y el modelaje del lenguaje, el cual presenta lo indicado a continuacion.

8.4.1.1. Alineacion de palabras

En la alineacion de palabras, la entrada al sistema es un par de
oraciones paralelas, y la salida es un par de palabras que estan mas
relacionadas entre si. Supongamos que se tienen la oracién fuente S = S,
S, ...,Sp, Yy la oracion objetivo T =T,,T, ..., T,, entonces A es el conjunto que
denota la correspondencia de palabras entre oraciones bilingles A =
{(i,j), 1<=i<=n, 1<=j<=n} Aqui (i, j) denota el par (5;,T;) que son

traducciones entre si (Singh, et al., 2017).

La red neuronal de avance (Feed Forward Neural Network — FNN) se
puede utilizar para la tarea de alineacién de palabras, pero se ha demostrado
que la red neuronal recurrente (Recurrent Neural Network - RNN) es una mejor
opcidon, ya que mantiene el historial y predice la préxima alineacion precisa
sobre la base del historial previo de alineaciones (A, basado en el historial

previo de alineaciones 4, *~') (Singh, et al., 2017).

La incrustacion de palabras es un concepto clave utilizado en el
aprendizaje profundo para encontrar el valor vectorial de las palabras. La
incrustacion de palabras es una representacion vectorial de espacio continuo y
tiene la capacidad de capturar la caracteristica semantica y sintactica de la
palabra correspondiente. Se necesita un corpus grande para el entrenamiento,
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ya que puede capturar informacién necesaria para fines de traduccién. El vector
de palabras se usa como entrada de la red neuronal profunda. Una herramienta
popular Word2vec esta disponible para genera el vector (Singh, et al., 2017).

Las implementaciones de RNN para la tarea de alineaciones de palabras
no solo aprenden la incrustacion de palabras bilingles, sino que también
adquieren la similitud entre palabras para utilizar la amplia informacién

contextual de manera muy efectiva.

8.4.1.2. Seleccion y reordenamiento de reglas

Una vez que se realiza el proceso de alineacién, el proceso de
traduccion conduce a la fase de seleccion/extraccion de reglas. Aqui las reglas
se seleccionan/extraen en funcion de la alineacion de palabras y luego el
modelo de reordenamiento se entrena con un texto bilingie alineado con
palabras (Singh, et al., 2017).

El codificador automatico recursivo se entrena con ejemplos de
reordenamiento que ya se generan a partir de oraciones bilingtes alineadas con
palabras. RAE es la suficientemente capaz de capturar el conocimiento de la

informacion del orden de palabras de la fase (Singh, et al., 2017).

El siguiente paso es ordenar y predecir la estructura de la oracién. La
combinacién de red neuronal recursiva y red neuronal recurrente (R2NN)
constituyen una buena idea para ejecutar esto. Las dos preocupaciones
principales aqui son 1) cudles dos candidatos se compusieron primero y 2) en
qué orden se comprendian. Para trabajar con la estructura del arbol, la red
neuronal recursiva es la mejor opcién, pero si se usa RNN con ella, entonces

integran sus capacidades, ya que la RNN mantendra el historial que sera util
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para el modelado del lenguaje y la red neuronal recursiva serd util para generar
la estructura del arbol de manera ascendente. De forma semisupervisada el
aprendizaje se utilizara para el entrenamiento. R2NN es una combinaciéon no
lineal (Singh, et al., 2017).

8.4.1.3. Modelo del lenguaje

Singh et al. (2017) indican que la red neuronal recurrente se puede
utilizar para aprender este modelo en el espacio continuo. En este modelo la
concatenacion de vectores de palabras se introduce en la capa de entrada y la
capa oculta para encontrar la probabilidad de T,, en funcién de T,"*. La red
recurrente se puede disefiar para el modelo del lenguaje porque funciona muy

bien en tareas de aprendizaje secuencia a secuencia.

Singh et al. (2017) proporcionan la secuencia de entrada (S, ..., S,), Y en
funcién de la secuencia, predecirq la secuencia de salida (Ty,..,T,). Los
vectores de entrada ingresados a la red uno por uno, se concatenan con el
historial previo en las capas ocultas y luego se calcula la salida en cada paso.
El calculo de la red neuronal recurrente se puede explicar con las siguientes

ecuaciones:

h, = sigm(W" S, + Whth,_,)
T, = W™ h,

Dos RNN son requeridas, una para el proceso de codificacién y otra para
el de codificacién. Si (S, T) es el par de oraciones de origen y destino, entonces
S$1,8,, ... S, = codificador (S;,S,,...S,) mediante la regla de la cadena, la

probabilidad de condicién se puede calcular como:
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P(SIT) =P (T|SIFSZ"“'STI,)

El decodificador es la combinacion de una red neuronal recurrente con
una capa Softmax. Es dificil entrenar RNN debido a las dependencias de largo
plazo. Las redes LSTM evitan los problemas que se producen con las RNN.
Utilizan un algoritmo de retropropagacién a traves del tiempo para aprender los
parametros del modelo (Singh, et al., 2017).

8.4.14. Traduccidén conjunta

Se utiliza un modelo de traduccidn y lenguaje conjunto para predecir la
palabra de destino con la ayuda de un historial ilimitado de palabras de origen y
destino. RNN es la mejor red para esto. FNN y CNN solo se ocupan del
aprendizaje mediante redes, pero RNN mantiene la secuencia
independientemente de si la traduccion se genera de izquierda a derecha o de
derecha a izquierda (Singh, et al., 2017).

8.5. Traduccién automatica estadistica (SMT)

La traduccion automatica estadistica (SMT) es un conjunto de reglas que
se utilizan para traducir el idioma de origen al idioma de destino. Se utilizan
algoritmos de aprendizaje automatico supervisados y no supervisados para
construir los modelos estadisticos. Los modelos SMT, como el modelo de
transferencia, el modelo basado en corpus y el modelo interlingua, son
familiares para los desarrolladores e investigadores. La idea de SMT fue
lanzada por primera vez por Warren Weaver en 1949 (Ohidujjaman et al.,
2021).
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Después de lanzar el concepto de SMT, la mayoria de los investigadores
estan tratando de desarrollar el fendmeno. El diagrama de flujo de trabajo es
como tomar el idioma de origen y traducirlo al idioma de destino y viceversa,

como se muestra en la Figura 13 (Ohidujjaman et al., 2021).

Figura 13.
Vista general de SMT

Nota. Vista general de SMT. Obtenido de F. Ohidujjaman, S. Faysal, M. Sumon & N. Huda
(2021). Automatic machine translation for bangla and english resolving ambiguities. In: 2021 2nd
International Conference on Robotics, Electrical and Signal Processing Techniques. (p. 27)
ICREST. doi:10.1109/ICREST51555.2021.9331085.
https://ieeexplore.ieee.org/document/9331085

Liu et al. (2021) representan un modelo de traduccién automatica

estadistica en el cual supone un par de oraciones x = {x,..., X;,...,X;} €y =
{yl,...,y]-,...,y]} estan en el lado de origen y destino, respectivamente. x; es
la i-ésima palabra de x e y; es la j-ésima palabra de y. | y J son longitudes de x

e y, que pueden ser diferentes. Con base en la teoria de la decisiéon de Bayes,
formulan SMT como:

y = argmaxp(y|x) « arg max p(x|y) p(y)

48


https://ieeexplore.ieee.org/document/9331085

Donde y denota el resultado de traduccién con la mayor probabilidad de
traduccion. El problema de traduccién se factoriza en p(x|y) y p(y), que
representa la probabilidad de traduccidn inversa y la probabilidad del modelo de
lenguaje, respectivamente. El denominador p(x) se ignora, ya que permanece
constante para una oracion fuente dada x. La ventaja de esta descomposicion
es que podemos aprender probabilidades separadas para calcular y (Liu et al.,
2021).

Liu et al. (2021) indican un modelo Log lineal, que incorpora diferentes
caracteristicas que contienen informacién de las oraciones de origen y de
destino en el modelo, ademas de los modelos de lenguaje y traducciéon del
enfoque del canal ruidoso original. La Figura 14 (a) describe las arquitecturas
de SMT basada en frases, que consta de varios componentes como:

o Las palabras dentro del corpus paralelo se alinean y luego se extraen los
pares de frases en funcion de los resultados de alineacién de palabras.

o El modelo de traduccién y el modelo de reordenamiento lexicalizado se
pueden aprender usando frases alineadas.

o Se puede construir un modelo de lenguaje de n-gramas utilizando una
gran cantidad de oraciones monolingles en el idioma de destino.

o Estos modelos estan optimizados bajo el marco Log lineal para
maximizar el rendimiento utilizando un conjunto de desarrollo.

o Con los pardmetros de peso optimizados de las caracteristicas de los
modelos, finalmente es posible traducir el conjunto de pruebas y la

puntuacion de evaluacion indica el rendimiento de todo el sistema.
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Figura 14.
Arquitecturas de los modelos (a) SMT y (b) NMT

; —j t Output
Source Target Monolingual Probabilitics
Corpus Corpus Corpus.
\V Corgms : J
Word J
{ Alignment [ .
—‘—- Language
o Modeling |
Phrase
Extraction ‘ (—?‘
A Add & Norm Add & Norm
iA Transkation | Reordering Language Feed Multi-Head N
| Mol | Model Model Forward Attention
~— ool $ = y
N ™
v ......... — Add & Norm Add & Norm
= = Multi-Head Multi-Head
Test et Log-Linear 4—{ MERT Atteation Attention
S | —— ' \& F) &=
Decoding Pasitional ¢ . __) @ Posttional
! Algorithin ‘ SML J l-.‘n::m(im‘g ; C‘ l-."n\wt‘hn:g
¥ [ Source } [ Target
Translatons Dovset Embedding Embedding
Datax, Jhasg Source Target
(a) Phrase-based SMT (b) Transformer NMT

Nota. Modelos SMT y NMT. Obtenido de S. Liu, Y. Sun, & L. Wang (2021). Recent advances in
dialogue machine translation. Information, 12(11), p. 484. https:/www.mdpi.com/2078-
2489/12/11/484

Ohidujjaman et al. (2021) indican que los modelos de traduccion
automatica comunes son: el basado en palabra a palabra, el enfoque directo, el
enfoque de transferencia, el basado en corpus, la interlingua y el enfoque de
traduccién estadistica.
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8.5.1. Enfoque de transferencia

El enfoque de transferencia involucra tres etapas como analisis
transferencia y generaciéon. Un ejemplo: buscar de la lengua de destino
mediante el enfoque de transferencia. A continuacion, se presenta el ejemplo en
la Figura 15:

Figura 15.

Ejemplo de sentencias con el enfoque de transferencia

sentence: “OIRIFT NTH (YETOR "
TABLE- I: BILINGUAL DICTIONARY

Bangla English
ORIl They
R filed
el play

Grammar for source language: [subject] + [object] + [verb]:
[subject]= OTRII, [object]= TS, [verb] = (AFTTO(R

Grammar for target language: [subject] + [verb] + |object]:
|subject] = They, |object] = field, [verb] = play

Analysis stage:

SrEEl TS cAfETstg - [subjeet] + [object] + [verb]
I'ransfer stage:

|subject] |object] [verb] = [subject] [verb] |object)
Generation stage:

|subject] Jobject] H[verb] = [subject] |+ [verb] + Jobject]

== ST WS CUETSTE ~ ST=IEr

|subject] + |verb] + [object] = [ They] + [playing] + [fieldtin]

They lire playing] [the ir filed]
insertion » reflection

Hence the result = They are playing in the field,

Nota. Sentencias con enfoque de transferencia. Obtenido de F. Ohidujjaman, S. Faysal, M.
Sumon & N. Huda (2021). Automatic machine translation for bangla and english resolving
ambiguities. In: 2021 2nd International Conference on Robotics, Electrical and Signal
Processing  Techniques. (p. 28) ICREST. doi:10.1109/ICREST51555.2021.9331085.
https://ieeexplore.ieee.org/document/9331085
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8.5.2. Enfoque directo

El enfoque directo se basa en el analisis morfoldégico de oraciones. Se
centra en la estructura interna de las palabras y la formacién de palabras. Es
necesario identificar palabras en textos para determinar sus propiedades
semanticas y sintacticas en el procesamiento del lenguaje natural (PLN) y la
traduccion automatica (TA). Para analizar la estructura y formacion de las
palabras, se centran en las reglas y regulaciones del analisis morfoldgico. A

continuacion, se muestra un ejemplo en la Figura 16:

Figura 16.
Ejemplo del enfoque directo de Ohidujjaman y colaboradores (2021)

Source sentence “We will demand peace in the country™

Table- I1: Bilingual Dictionary
Bangla English
RIREI We
wig demand
wife peace
g‘{l\' AC}\III!II'):‘

Solution steps:
stepl: Morphological analysis:

<We> <will demand> <pecace> <in the country>
step2: Identify constituents:

<We> <demand + future> <peace™ <in the country=
step3: Reorder according to target language:

<We> <in the country> <peace> <demand + future>
step4: Look up in the bilingual  dictionary:

<SINAT> <R + Q> <fF> fF - AT~
step5: Inflect the target language words appropriately:

A e e wWild Faq)

Nota. Ejemplo de enfoque directo. Obtenido de F. Ohidujjaman, S. Faysal, M. Sumon & N. Huda
(2021). Automatic machine translation for bangla and english resolving ambiguities. In: 2021 2nd
International Conference on Robotics, Electrical and Signal Processing Techniques. (p. 29)
ICREST. doi:10.1109/ICREST51555.2021.9331085.
https://ieeexplore.ieee.org/document/9331085
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8.5.3. Enfoque de traduccion estadistica

El modelo estadistico de traduccion evalua el mejor resultado a partir de
los datos probables previos a través del idioma y las probabilidades de
traduccion. Suponiendo que el idioma extranjero = f (idioma de origen) y el
idioma de destino = e (inglés).

Figura 17.

Representacion de probabilidades fy e

Total [ ine Total ¢ in f

L]

Fig.2 (a). Probability of Fig.2 (b). Probability of ¢

Nota. Probabilidades f y e. Obtenido de F. Ohidujjaman, S. Faysal, M. Sumon & N. Huda (2021).
Automatic machine translation for bangla and english resolving ambiguities. In: 2021 2nd
International Conference on Robotics, Electrical and Signal Processing Techniques. (p. 30)
ICREST. doi:10.1109/ICREST51555.2021.9331085.
https://ieeexplore.ieee.org/document/9331085

Suponiendo que hay “n” oraciones en los idiomas de destino “e”, para los
idiomas de origen “f”, entonces se tiene la Figura 17:
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= max{p (eil) p(e),p (;—2) p(ez),...p (ef_n> p(en)}

= max {p (eil) p(ei)}
Por lo tanto p (I%) = max {p (eil) P(ei)}

[dondei=1,2,3,...,nyé €{e,ey...,en}]

En la Figura 18 se presenta un ejemplo en donde aplica el enfoque de

traduccion estadistica:

Figura 18.
Ejemplo del enfoque de traduccion estadistica

An example: The source language sentence is such as
el sifdq 5 3S. Given the possible target
sentence with translation and language probabilitics:
¢l =The man is poor and honest
e2=The man is poor but honest
¢3=The man is poor so honest

Table- 11: Translation and language probabilities

Target Sentences Probabisicies Probobs
e 076 025
e 0.99 0.67
e 067 031

Finding the target language using statistical machine
translation. It 1s known that,

P(;{) = max{p (é)p(o; ).p (é)p(o:).p (:—I)p(a,)}

where p(f7e1=0.76, p(e)=0.25, p(f/e)=0.99, p(e2)=0.67,
p(flex:)=0.67, p(ei)=0.31. Therefore, P(&FH=max{0.19, 0.66,
0.21} =0.66 = e>. Hence, the target language = The man is
poor but honest

Nota. Enfoque de traduccion estadistica. Obtenido de F. Ohidujjaman, S. Faysal, M. Sumon &
N. Huda (2021). Automatic machine translation for bangla and english resolving ambiguities. In:
2021 2nd International Conference on Robotics, Electrical and Signal Processing Techniques.
(p. 31) ICREST. doi:10.1109/ICREST51555.2021.9331085.
https://ieeexplore.ieee.org/document/9331085
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8.6. Aprendizaje dual para la traduccién automatica neuronal

He et al. (2016) propusieron un mecanismo de aprendizaje dual que
puede aprovechar los datos monolingties (tanto en el idioma de origen como en
el de destino) de una manera mas efectiva. Al utilizar este mecanismo
propuesto, estos datos monolingles pueden desempeniar un papel similar a los
datos bilingles paralelos y reducir significativamente el requisito de datos
bilingliles paralelos durante el proceso de capacitacion. Especificamente, el
mecanismo de aprendizaje dual para traduccién automatica (MT).

8.6.1. Traduccion automatica neuronal

Singh et al. (2017) indican que la traduccion automatica es un método
para convertir la oracién fuente de un lenguaje natural a otro lenguaje natural

con la ayuda de sistemas computarizados y no es necesaria asistencia humana.

Hay diferentes enfoques disponibles para crear este tipo de sistemas,
pero se necesita una técnica mas sélida para crear un sistema mejor que los
sistemas existentes. Una red bien entrenada conduce el sistema hacia su
objetivo, que es generar un sistema de traduccidon mas eficiente que sea capaz

de proporcionar una buena precisién (Singh et al., 2017).

He et al. (2016) indican que los sistemas de traduccién automatica
neuronal generalmente se implementan con un marco codificador decodificador
basado en red neuronal recurrente (RNN). Dicho marco aprende un mapeo

probabilistico P(y|x) de una oracién en el idioma de origen x = {x;,x,, ..., xr, }

a una oracion en el idioma de destino y = {yl,yz,...,yTy} en los cuales x; e y;

[{ gt “y 9

son las palabras i-th y t-th para las oraciones “x” e “y”, respectivamente.
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Para ser mas concreto el estudio, el codificador de NMT lee la oracién

fuente “X” y genera estados ocultos de T, mediante un RNN.

hi = f (hi—1,x;)

En ese caso h; es el estado oculto en el momento i, y la funcién f es la
unidad recurrente, como la unidad de memoria a corto plazo (LSTM) o la unidad
recurrente cerrada (GRU). Luego, el decodificador de NMT calcula la
probabilidad condicional de cada palabra objetivo y, dadas sus palabras
anteriores y.;, asi como la oracion fuente, es decir P (y; | vy« x ), que luego se
usa para especificar P(y|x) segun la regla de la cadena de probabilidad

P (y: | y<¢ x ) viene dado como:

Pe|ly<e,x) < exp (g 1e,¢t)
e = g(r—1,Ye—1,¢)

Ct = q(Tt_l, hll ey htx’)

Donde r; es el estado oculto de RNN del decodificador en el momento t,
calculado de manera similar por un LSTM o GRU, ¢, denota la informacion
contextual al generar la palabra y, segun los diferentes estados ocultos del
decodificador. ¢; puede ser una sefal “global” que resume la oracién x por
ejemplo ¢; = ... = cr, = hr,, o una sefial ‘local” implementada por un

mecanismo (He et al., 2016).
Liu et al. (2021) indican que, en los ultimos afios, NMT ha logrado

avances significativos hacia la construcciéon y utilizacién de una Unica red
neuronal grande para manejar toda la tarea de traduccion. Un modelo NMT
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estandar optimiza directamente la probabilidad condicional de una oracion

objetivo y = y,,...,y; dada su correspondiente oracion fuente x = xy, ..., x;.

j
P(y|x;0) = HP(y,-Iy<,-,x; 6)
j=1

Donde 6 es un conjunto de parametros del modelo e y.; denota la
traduccion parcial. La probabilidad P(y|x; ) se define en el marco codificador-
decodificador basado en redes neuronales, donde el codificador resume la
oracién fuente en una secuencia de representaciones H = H,,...,H, con H €
R'*2 'y el docodificador genera palabras objetivo basadas en las

representaciones.

Normalmente, este marco se puede implementar como una red neuronal
recurrente (RNN), una red neuronal convolucional (CNN) y un transformador. El
transformador se ha convertido en el paradigma NMT dominante entre los

diferentes modelos, como se muestra en la figura 5 (Liu et al., 2021).
8.6.2. Aprendizaje dual

He et al. (2016) presentan el mecanismo de aprendizaje dual para la
traduccion automatica neuronal. Al notar que la TA (siempre) puede ocurrir en
direcciones duales, primero disefia un juego de dos agentes con un paso de
traduccién hacia adelante y un paso de traducciéon hacia atrds, que puede
proporcionar retroalimentacién de calidad a los modelos de traduccion dual,
incluso usando datos monolinglies Unicamente. Luego proponen un algoritmo

de aprendizaje dual, llamado DualNMT, para mejorar los dos modelos de
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traduccion en funcion de la retroalimentacion de calidad proporcionada en el
juego.

He et al. (2016) consideran dos corpus monolingtes: D, y D,, que
contienen oraciones de las lenguas A y B, respectivamente. Se debe tener en
cuenta que estos corpus no estan necesariamente alineados entre si y es

posible que incluso no tengan ninguna relacion tematica que los identifique.

Suponiendo que se tiene dos modelos de traduccion (débiles) que
pueden traducir oraciones de A a B y en verso, el objetivo es mejorar la
precision de los dos modelos mediante el uso de corpus monolingles en lugar
de corpus paralelos. La idea béasica es aprovechar la dualidad de los dos
modelos de traduccion. A partir de una oracion en cualquier dato monolingle,
primero la traduccidn al otro idioma y luego la traduccion hacia atras al idioma

original.

Al evaluar los resultados de esta traduccion de dos saltos, se tendra una
idea de la calidad de los dos modelos de traduccion y sera posible mejorarlos
en consecuencia. Este proceso se puede repetir durante muchas rondas hasta

gue ambos modelos de traduccion converjan.

He et al. (2016) proponen el siguiente algoritmo para el aprendizaje dual,
como se indica en la Figura 19:
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Figura 19.
Algoritmo para el aprendizaje dual

Algorithm 1 The dual-learning algorithm - S . -
1: Input: Monolingual corpora D 4 and D, initial translation models © 45 and O g 4, language
models LM 4 and LA g, v, beam search size i, leaming rates 7y ¢, 724 .

20 repeat
3 t=1t41,
4 Sample sentence s 4 and sy from D 4 and D g respectively.
5: Set 5 = s4. > Model update for the game beginning from A.
6: Generate K sentences s, 1+ -- .. Sy i Using beam search according to translation model
P(.|$:045).
7: fork=1,., ., K do
8: Set the language-model reward for the kth sampled sentence as ry 3 = LM g(s,,00.5 ).
9: Set the communication reward for the Ath sampled sentence as rop =
l“g ])( '“I'snu-f,l': Hn.vl )-
10: Set the total reward of the kth sample as rp = ary . + (1 — a)r) .
11: end for
12: Compute the stochastic gradient of © 4 5:
. jo X
VHAII l',‘[l'] e K Z[rﬂvﬁ B l”g I)("'.mul.l'l“": H.-\ 8 )]
k=1
13: Compute the stochastic gradient of O g 4:
, 1 X
VH,, A ['J‘i"] = T\: z‘[ k= (‘)vﬂn \ l(’ﬁ Pl 5&"""“«[!. 1O )]
k=1

14 Model updates:
Oan « Oas + 1 Ve,nElr].Ona + Opa + 72, Ven. Elr].

15: Set s = sp. & Model update for the game beginning from B.
16: Go through line 6 to line 14 symmetrically.
17: until convergence

Nota. Algoritmo para aprendizaje dual. Obtenido de D. He et al. (2016). Dual learning for
machine translation. Advances in neural information processing systems, 29(4), p. 5.
https://proceedings.neurips.cc/paper/2016/hash/5b69b9cb83065d403869739ae7f0995e-
Abstract.html
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10. METODOLOGIA

En esta seccion se definira la metodologia de la investigacion a realizar,
se incluye el diseno, el tipo de estudio, los alcances, las variables, las fases y
los resultados esperados. La metodologia a la cual esta investigacion se adapta
es un disefio experimental donde se realizard un prototipo de traduccién del
idioma kaqchikel al espanol, utilizando el aprendizaje automatico para resolver
las brechas de comunicacién que se tienen durante la interaccién de hablantes

de los idiomas kagchikel y espaniol, sin traductores presentes.

10.1. Caracteristicas del estudio

En el primer apartado de este décimo capitulo del disefio de
investigacion se presenta, mediante el desarrollo de diversos incisos, todo el
detalle de las caracteristicas del estudio.

10.1.1.  Enfoque mixto

El enfoque del estudio propuesto para la traduccién basica del idioma
kaqgchikel al espanol utilizando aprendizaje automatico es mixto y se cuenta
también con enfoques cuantitativo y cualitativo. A continuacién se describira

cada uno de estos aspectos.
El enfoque cuantitativo se basa en métricas numéricas que permiten

medir objetivamente la calidad de las traducciones generadas del kaqchikel al
espafol. Estas métricas ayudaran a comparar diferentes modelos, identificar
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areas de mejora y evaluar el impacto de cambios en el sistema. Se tienen las

siguientes métricas.

o Precisidn Iéxica: mide la frecuencia con que las palabras individuales en
la traduccién coinciden con las palabras en la traduccién de referencia.

. Coherencia: evalua la conexion légica entre las diferentes partes de la
traduccion.

. BLEU, METEOR, ROUGE, TER: estas métricas son las mas comunes
para evaluar la calidad de las traducciones generadas por maquinas.

. Tiempo de respuesta: mide la velocidad con la que el sistema produce

una traduccion.

El enfoque cualitativo se basa en la evaluacién subjetiva de la calidad de
la traduccion por parte de la percepcidbn humana. Este enfoque permite
identificar aspectos méas sutiles de la traduccién que las métricas cuantitativas

pueden no capturar, entre las cuales se encuentran:

. Concision: mide la capacidad del sistema para producir traducciones
concisas y directas.

. Dominio especifico: evalia la capacidad del sistema para manejar
terminologia y conceptos especificos de un dominio determinado (por
ejemplo, médico o legal).

. Evaluacion humana: se realiza a través de juicios humanos para evaluar
aspectos como la comprensibilidad, la relevancia y la calidad general de

la traduccion.
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10.1.2.  Alcance explicativo

El alcance es explicativo, dado que el sistema de traduccion debe
predecir qué es lo que se quiere comunicar con respecto a las oraciones de
entrada en el idioma origen al destino, donde se verificara qué tan precisa es la
traduccion del prototipo con respecto al idioma origen. Para eso se
implementara una red neuronal de aprendizaje automatico que tenga como
entrada palabras e oraciones del idioma kaqchikel y su significado en espanol,
lo cual se entrenara para obtener un modelo en capas y predecir la traduccidn
del idioma kagchikel al espariol.

10.1.3. Diseno experimental

El disefio adoptado sera experimental. Se verificara qué porcentaje de
traduccion puede el sistema traducir de forma correcta (de las palabras en
kagchikel al espanol), para eso se recolectaran los datos de los idiomas como
entradas para la red neuronal, donde aprendera automaticamente la traduccion
correspondiente del idioma origen al destino. El disefio experimental constara

de los siguientes pasos:

o Primero: identificar todos los factores que pueden incidir en el

experimento

En esta parte se establecen los datos necesarios para crear una red
neuronal de aprendizaje automatico con las variables de entrada, que seran los
audios del idioma kaqgchikel con su respectiva traduccion al espafol de palabras
y oraciones establecidas previamente, para crear el modelo del intérprete del
idioma kaqchikel al esparol.
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. Seleccionar o disenar instrumentos de recoleccidn de informacién

Aqui se disenara las encuestas con las palabras y oraciones que tendra
el modelo del intérprete del idioma kaqchikel al espanol y cédmo procesar los
datos para que sean utilizados por el modelo de aprendizaje automatico de
estos idiomas.

o Seleccionar el diseno experimental apropiado

Se escogera un tipo de red de aprendizaje profundo acorde a lo
investigado en el marco tedrico, se implementara su disefo y arquitectura para
que el modelo del intérprete sea capaz de traducir audios en el idioma kaqgchikel
al espanol. Este modelo aprendera con los datos recolectados de los idiomas

para asi generar el modelo de capas para interpretar estos idiomas.

o Seleccionar una muestra de estos grupos o clases

En esta seccidon se seleccionaran los datos y la realizacion de las
pruebas con el modelo obtenido, lo cual da la red neuronal de aprendizaje
profundo, para obtener los promedios de traduccion de palabras correctas para
la interpretacion de los resultados y conclusiones para el intérprete del idioma
kagchikel al espafiol.

10.2. Unidades de analisis

La poblacién que se utilizara en el estudio seran las personas que hablan
el idioma kaqchikel y quieran comunicarse con las personas que hablan el
espanol. Esta poblacién se encuentra dividida en subpoblaciones dadas por

grupos de personas departamentales que hablan idiomas mayas,
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especialmente el kaqchikel, a cuyos hablantes esta dirigida esta investigacion, y
a personas que pueden traducir los dos idiomas: el kaqchikel y el espafol. Se
extraeran muestras de personas que entiendan ambos idiomas para la
recoleccion de los datos de traduccion y su verificacion sobre si el modelo logra
traducir correctamente la oracion de origen.

10.3. Variables

Las variables que se tomara en cuenta para el estudio del prototipo de la

traduccion de los idiomas kaqgchikel al espafiol se describen en la Tabla 2 que

se presenta a continuacion:

Tabla 2.

Variables en estudio

Variable

Definicion tedrica

Definiciéon operativa

% de exactitud de
la traduccion

Es una métrica que busca
cuantificar cuan fielmente una
traduccién automatica refleja
el significado original de un
texto.

Se realizaran diferentes
pruebas de traduccion de las
palabras traducidas del
kagchikel al espafiol y se
tomara el promedio de la
traduccidn exacta de las

mismas.

% de
consistencias de
datos

Es la medida en la que los
elementos traducidos de un
conjunto de datos mantienen
una coherencia terminolégica
y estilistica a lo largo de todo

el corpus.

Se realizaran diferentes
pruebas de traduccion de las
palabras traducidas del
kaqchikel al esparol y se
tomara el promedio de la
traduccién, verificando si son

consistentes o coherentes a la
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Continuacion de la Tabla 2.

traduccion original.

Numero de capas

Es la medida en la que indica

Se realizara pruebas con

optimas qué tan éptima es una red diferentes niumeros de capas
neuronal, dependiendo del de entrenamiento en la red
tamano de corpus linguistico,  neuronal.
la complejidad de los idiomas
y la arquitectura de la red
neuronal.
Numero de Se refiere a la cantidad de Se realizara pruebas con
rondas de veces que un modelo de diferentes nimeros de rondas

entrenamiento

aprendizaje automatico
procesa el conjunto de datos
de entrenamiento durante el

aprendizaje.

de entrenamiento en la red

neuronal.

Rapidez de
traduccion

Se refiere a la rapidez con la
gue un sistema de traduccién
automatica puede procesar y
traducir un texto de un idioma
a otro. Se mide tipicamente en
palabras por segundo (pps) o
caracteres por segundo (cps),
y representa el rendimiento
del sistema en términos de

tiempo de procesamiento.

Se realizaran pruebas con las
diferentes redes neuronales
sobre qué tan rapido se
traducen las palabras en
kagchikel al espanol, obtenidas
del promedio de estas.

Nota. Variables del estudio para el intérprete del idioma kaqchikel al esparol utilizando

aprendizaje automéatico. Elaboracion propia, realizado con Microsoft Word.
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10.4. Fases del estudio

Para la investigacién del prototipo de intérprete del idioma maya
kaqgchikel al espanol utilizando aprendizaje automéatico se plantea las siguientes
fases, en las cuales se indican las técnicas que se aplicaran y las actividades
que se realizaran, describiendo cada una de ellas a continuacion.

. Fase 1: revisién de literatura

En esta fase se revisara diferentes documentos como articulos, tesis y
libros en que se plantean teorias o métodos de como se recolectan e
implementan redes neuronales de aprendizaje automatico para la interpretacion
de idiomas, realizando experimentos para ver como estan conformadas las

redes neuronales que se plantean con sus respectivos resultados.

° Fase 2: recoleccion de los datos

Se define como se realizara la recoleccion de los datos para la
implementacién de la investigacion, en la cual se recolectaran las muestras de
los audios del idioma maya kaqchikel con su respectiva traduccion al idioma
espanol y se realizaran encuestas a diferentes tipos de personas que puedan
hablar el idioma kaqchikel y puedan traducir lo que se les indica en la encuesta,
gravando cada una de las pronunciaciones de las palabras u oraciones
establecidas. Estos seran los datos que serviran para la implementacién de la
investigacion y que seran utilizados en la siguiente fase.
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o Fase 3: implementacion de la red neuronal

Describira el proceso de cdémo se realizara la red neuronal, su
implementacién, arquitectura y disefio, utlizando los datos de entrada
recolectados en la fase 2. Esta red aprendera cada una de las traducciones
correspondientes de los idiomas, creando asi el modelo que permitira

interpretar lo que se habla en el idioma kaqchikel al esparnol.

o Fase 4: entrenamiento y pruebas de la red neuronal

En esta fase se utilizaran las variables del nimero de rondas de
entrenamiento y el nimero de capas 6ptimas que tendra el modelo para realizar
diferentes experimentos donde se describiran los resultados que se tendran al

realizar las pruebas de traduccion de los idiomas kagchikel al espariol.

. Fase 5: analisis de resultados

Se describirdn los resultados obtenidos de las pruebas realizadas en la
fase anterior para encontrar el porcentaje de exactitud de la traduccion, el
porcentaje de consistencias de datos y la velocidad de traduccién, sacando los
promedios de las pruebas realizadas que tiene el modelo para la interpretacion
del idioma kagchikel al espariol.

. Fase 6: informe final

En esta seccion se llevard a cabo un informe final, colocando las
conclusiones, resultados y recomendaciones que se debe tener para esta
investigacion, de acuerdo con los objetivos establecidos y verificando que si se
llegan a cumplir.
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11. TECNICAS DE ANALISIS DE LA INFORMACION

En esta investigacion, para la recoleccion de los datos que necesitara el
sistema tecnologico de traduccidn basico del intérprete del idioma maya
kagchikel al espafiol, se realizaran encuestas estructuradas entrevistando a las
personas que hablan kaqchikel y espafiol, donde se les indicara que
proporcionen las traducciones de palabras y oraciones en kaqgchikel y se
grabara cada una de las pronunciaciones, para obtener los datos de entrada a

la red neuronal de aprendizaje automatico.

Esto generard el modelo del intérprete de los idiomas kagchikel al
espafnol, como también pueden ser obtenidos los datos de entrada al sistema.
Con la recoleccidén de datos secundarios también se investigara si se cuenta
con traducciones del idioma kaqgchikel para utilizar en el sistema.

Para las técnicas de andlisis de la informacién se recolectaran los datos
de las pruebas experimentales que se realizaran con el modelo generado de la
red neuronal de aprendizaje de los idiomas kaqchikel al espafol, realizando
técnicas de estadistica descriptiva y analizando los promedios y métricas que
se tienen del porcentaje de las palabras traducidas correctamente del idioma
origen al destino, concluyendo si el modelo cumple con los objetivos

establecidos, e identificando mejoras que se pueden realizar en el modelo.
Entre las técnicas para el analisis de la informacién de la investigacion

del intérprete del idioma kaqgchikel al espanol con las que se evaluara el sistema

con las variables de la investigacion se encuentran las siguientes:
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Métricas de evaluacion estandar: como BLEU, que es una métrica
ampliamente utilizada en el campo del Procesamiento del Lenguaje
Natural (PLN). Esta métrica compara una traduccion candidata con una o
mas traducciones de referencia, para determinar qué tan similar es la
traduccion candidata en comparacion con las de referencia, para evaluar

la calidad de las traducciones.

Evaluacion humana: se solicita a personas que hablen los idiomas
kagchikel y espariol que evaluen la fluidez, naturalidad y precision de las
traducciones que genere el modelo.

Calidad de los datos: los datos de entrenamiento para el modelo deben

ser limpios, consistentes y representativos del dominio.

Calidad de las traducciones: donde se evaluaran las variables dé % de la
consistencia de los datos y el % de exactitud de la traduccién, utilizando
la entropia de Shannon, comparando la entropia de un texto fuente con
la entropia de su traduccidén, y asi se puede evaluar la fluidez y
naturalidad de la traduccion. Una traduccion con una entropia similar a la

del texto original sugiere una mayor calidad.

Para el numero de rondas de entrenamiento y capas éptimas de la red
neuronal se utilizara early stopping: donde se monitorea continuamente
estableciendo un criterio de parada, como un nimero maximo de rondas
de entrenamiento y capas de la red neuronal, si ya no mejora en la
métrica de evaluacion, y si el entrenamiento se detiene cuando se

cumple este criterio.
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12. CRONOGRAMA

Se presenta en la Tabla 3 el cronograma propuesto para la investigacion.
La tabla estd organizada en dias habiles de la semana de lunes a viernes,
tomando en cuenta los dias festivos o de asueto, donde se realizara cada una
de las actividades de la investigacion en semanas, conformando un total de 180
dias, que forman 6 meses de dias habiles. Esta investigacion se iniciara a
trabajar a principio del mes de noviembre del 2024 y se finalizara a finales del

mes de julio del 2025.

Tabla 3.
Cronograma propuesto para la investigacion

Actividades Dias Inicio Finaliza
Fase 1: Revision de literatura 25 4/11/2024 6/12/2024
Revisién y seleccion de documentos literarios
acorde a la investigacion 10  4/11/2024 15/11/2024
Lectura y analisis de los documentos literarios 10 18/11/2024 29/11/2024
Lectura de ensayos comparativas de trabajos
similares en traduccién de idiomas 5 2/12/2024 6/12/2024
Fase 2: Recoleccion de datos 35 9/12/2024 31/01/2025
Definicion de lineamientos para la recoleccion de
los datos 5 9/12/2024 13/12/2024
Diserio de encuestas de recoleccidén de datos 5 16/12/2024 20/12/2024
Busqueda de datos existentes en kagchikel al
espanol 5 23/12/2024 3/01/2025
Recoleccion de los datos 15 6/01/2025 24/01/2025
Estructuracién de los datos 5 27/01/2025 31/01/2025
Fase 3: Implementacion de red neuronal 60 3/02/2025 29/04/2025
Diserio de la red neuronal 5 3/02/2025 7/02/2025
Arquitectura del sistema con la red neuronal 5 10/02/2025 14/02/2025
Preparacion de los datos de entrada para la red
neuronal 10 17/02/2025 28/02/2025
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Continuacién de la Tabla 3.

Creacién de las bases de datos 10 3/03/2025 14/03/2025
Implementacién de la red neuronal 15 17/03/2025 4/04/2025
Realizacién de interfaz del sistema 15 7/04/2025 29/04/2025
Fase 4: Entrenamiento y pruebas de la red

neuronal 20 30/04/2025 28/05/2025
Definicion de la estructura de pruebas 5 30/04/2025 7/05/2025
Realizacién de las pruebas cambiando variables en

la red neuronal 10 8/05/2025 21/05/2025
Toma de los resultados de las pruebas en tablas 5 22/05/2025 28/05/2025
Fase 5: Analisis de resultados 20 29/05/2025 25/06/2025
Definicion de las métricas de analisis 5 29/05/2025 4/06/2025
Aplicar estadistica descriptiva y métricas a los

resultados 10 5/06/2025 18/06/2025
Interpretacion de los resultados obtenidos 5 19/06/2025 25/06/2025
Fase 6: Informe final 20 26/06/2025 24/07/2025
Recoleccion de los datos a describir en el informe

final 5 26/06/2025 3/07/2025
Conclusién y recomendaciones 5 4/07/2025 10/07/2025
Preparaciéon del documento final 10 11/07/2025 24/07/2025

Nota. Propuesta del cronograma, con sus fechas de inicio y finalizacién, de las actividades a

realizar en la investigacién. Elaboracién propia, realizado con Microsoft Excel.

En la Figura 20 se puede observar la propuesta del cronograma de una
forma mas grafica de cdmo estara conformada la investigacion en fases, con los

dias de trabajo necesarios para la realizacion de la actividad, asi como las

fechas de inicio y finalizaciéon que tendra cada una de las actividades.
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Figura 20.
Cronograma de actividades de la investigacion
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Nota. Cronograma de las actividades para la realizacion de la investigacion. Elaboracién propia,
realizado con Microsoft Excel.
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13. FACTIBILIDAD DEL ESTUDIO

En cuanto a la factibilidad técnica y financiera con que cuenta la
investigacion del intérprete del idioma maya kaqchikel al espafol se analizara si
existen los recursos necesarios para la realizacion del trabajo, incluyendo
recursos humanos, financieros, tecnoldgicos, acceso a informacién, equipo,
infraestructura, entre otros, y se especificaran algunas fuentes de

financiamiento.

13.1. Factibilidad técnica

La factibilidad técnica del estudio del intérprete del idioma maya
kaqgchikel al espanol que utiliza aprendizaje automatico presenta los siguientes

factores que lo respaldan:

. Disponibilidad de datos: los datos lingiisticos del kaqgchikel pueden ser
mas limitados que los de idiomas mas estudiados, sin embargo, existen
iniciativas como programas de estudios en escuelas y en la Universidad
de San Carlos de Guatemala que ensefan el idioma kaqgchikel y recursos
en linea que podrian proporcionar un corpus de texto o audios lo
suficientemente grandes para entrenar modelos de aprendizaje
automatico. Ademas, la recoleccion de nuevos datos a través de
entrevistas, grabaciones y textos existentes puede aumentar
significativamente la cantidad de datos disponibles.

. Recursos humanos: se puede contar con traductores jurados que pueden
ayudar con la traduccion de palabras y oraciones para la recoleccion de
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13.2.

los datos, como también maestros que ensefian el idioma kaqchikel en
establecimientos educativos y personas en el interior de la republica que
hablen el idioma.

Herramientas y bibliotecas tecnoldgicas: existen numerosas
herramientas y bibliotecas de codigo abierto para el Procesamiento del
Lenguaje Natural (PLN) y el aprendizaje automatico, como SpaCy, NLTK,
TensorFlow y PyTorch. Estas herramientas facilitan la creacion vy

entrenamiento de modelos de traduccion automatica neuronal.

Avance de la tecnologia: el campo del aprendizaje automatico ha
experimentado un rapido desarrollo en los ultimos afos, con modelos
cada vez mas sofisticados y capaces de manejar lenguas menos
representadas.

Factibilidad financiera

La factibilidad financiera propuesta para esta investigacion del intérprete

del idioma kaqchikel al esparnol se describe en la tabla 4, donde se incluyen los

costos de los datos, equipos computacionales y de grabacion, sueldos del

personal trabajador y costos de software y licencias.
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Tabla 4.

Factibilidad financiera del estudio con costos en quetzales

Categoria Elementos Costos estimados  Precios en quetzales
Cientifico de datos Salario mensual x Q135,000
numero de meses =
Q15,000 x 9
2 ingenieros  de Salario mensual x Q270,000
sistemas numero de meses
=Q15,000 x 9
Traductor juridico del Salario mensual x Q30,000
Personal idioma kaqchikel namero de meses
Q10,000 x 3
Tester Salario mensual x Q30,000
numero de meses
=Q10,000 x 3
Recoleccion de los Salario mensual x Q30,000
datos numero de meses
=Q10,000 x 3
Hardware Computadora para el Costos de compra o Q10,000
desarrollo uso
Equipo de grabacion  Costo de compra Q2,000
Software Licencias de Software Utilizaciones Q0.00
(ejempilo, Python, gratuitas
TensorFlow, spaCy)
Se utilizara de forma Q40,000
Servicios en la nube gratuita o} una
AWS reserva de Servicio
de uso x mes =
Q5,000 x 8
Datos Corpus bilingiie Costos de Q10,000
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Continuacion de la Tabla 4.

kagchikel-espariol adquisicioén o}
creacion
Otros Oficina Alquiler x mes Q10,800.00
=Q1200x 9
Internet Precio x mes Q 2,250.00
=Q250x 9
Luz Precio x mes Q 900.00
Q100 x 9
Total Q570,950

Nota. Propuesta financiera con los costos que tendra la realizacién de la investigacion.

Elaboracion propia, realizado con Microsoft Word.

13.3.

Fuentes de financiamiento

Sin embargo, existen varias formas de reducir los costos utilizando los

siguientes factores:

Utilizacién de recursos gratuitos: existen muchas plataformas en la nube
que ofrecen créditos gratuitos para experimentar con el aprendizaje

automatico.

Colaboracion con instituciones académicas: las universidades y centros
de investigacibn pueden proporcionar acceso a  recursos
computacionales y personal especializado. También pueden asignar a
los estudiantes que estén realizando su ejercicio profesional supervisado
(EPS) o practicas de campo de carreras afines a esta tecnologia para
colaborar con el proyecto como parte de su culminacién de estudios.
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Financiamiento externo: se pueden solicitar fondos a organizaciones
gubernamentales, fundaciones o0 empresas interesadas en la

preservacion de las lenguas indigenas.
Financiamiento propio: tomar en cuenta los recursos y servicios

necesarios que pueda brindar la investigadora para la realizacién del

proyecto.
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